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the mass value

M =3686.114 = 0.007 £ 0.011 3992 Mev

and the product of the electron partial width by the branching fraction into hadrons

Tee X By =2.233 +£0.015 £ 0.037 £ 0.020 keV.

The first and second uncertainties are statistical and systematic, respectively. The third uncertainty quoted
is an estimate of the model dependence of the result due to assumptions on the interference effects
in the cross section of the single-photon ete~ annihilation to hadrons explicitly considered in this
work. Implicitly, the same assumptions were employed to obtain the charmonium leptonic width and
the absolute branching fractions in many experiments.

Using the result presented and the world average values of the electron and hadron branching fractions,
one obtains the electron partial width and the total width of the ¥ (25):

T'ee =2.282£0.015£0.038 4 0.021 keV,
I'=296+2+8+3keV.

* Corresponding authors.
E-mail addresses: shamov@inp.nsk.su (A.G. Shamov), todyshev@inp.nsk.su (K.Yu. Todyshev).
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These results are consistent with and more than two times more precise than any of the previous

experiments.

© 2012 Published by Elsevier B.V.

1. Introduction

More than thirty six years passed since the discovery of J/v,
but studies of charmonium states still raise new questions. Recent
progress in charmonium physics requires an improvement of the
accuracy of the parameters of charmonium states [1]. This Let-
ter describes a measurement of the ¥ (2S) meson parameters in
the KEDR experiment performed during energy scans from 3.67
to 3.92 GeV at the VEPP-4M e*e™ collider. The next Letter is de-
voted to a measurement of the (3770) parameters.

For a precision experiment it is essential to state explicitly what
quantities are measured and how they can be compared with re-
sults of theoretical studies, therefore we discuss a definition of the
¥ (2S) parameters just after a brief description of the experiment.
The importance of the question has grown since the appearance of
Ref. [2] in which the BES Collaboration used an original approach
to the determination of the JPC =1~~ resonance parameters. Its
further modification has been used in Refs. [3-5].

2. VEPP-4M collider and KEDR detector

VEPP-4M is an ete~ collider [6] designed for high-energy
physics experiments in the center-of-mass (c.m.) energy range
from 2 to 12 GeV. The peak luminosity in the 2 x 2 bunches op-
eration mode is about 2 x 103% cm~2s~! in the vicinity of ¥ (25).
Having a modest luminosity, VEPP-4M is well equipped for high-
precision measurements of beam energy [7]. The instantaneous
value of the beam energy can be calibrated using the resonant
depolarization method (RDM) [8,9] with the relative accuracy of
about 1076. The results of RDM calibrations must be interpolated
to determine the energy during data taking and the interpola-
tion accuracy of about 10 keV can be reached [10]. Continuous
energy monitoring is performed using the infrared light Compton
backscattering [11] with the accuracy of the method ~ 60 keV.

The KEDR detector [12] (Fig. 1) comprises the vertex detec-
tor (VD), drift chamber (DC), time-of-flight (TOF) system of scintil-
lation counters, particle identification system based on the aerogel
Cherenkov counters, EM calorimeter (liquid krypton in the bar-
rel part and Csl crystals in the endcaps), superconducting magnet
system and muon system inside the magnet yoke. The supercon-
ducting solenoid provides a longitudinal magnetic field of 0.6 T.
The detector is equipped with a scattered electron tagging sys-
tem for two-photon studies and some applications. The on-line
luminosity measurement is provided by two independent single
bremsstrahlung monitors. The trigger consists of two hardware
levels: the primary trigger (PT) and the secondary one (ST) [13].
The PT operates using signals from the TOF counters and fast sig-
nals from the Csl and LKr calorimeters, whereas the ST uses the
normally shaped calorimeter signals and the information from VD,
DC and TOF system. After the readout, a software selection of
events is performed using simplest event characteristics, in par-
ticular, the number of hits in VD. The upper limit on the number
of VD tubes hitted is very effective for the machine background
suppression.

3. Data sample

In 2004 two scans of the ¥ (2S)-v(3770) energy range were
carried out with an integrated luminosity of about 0.7 pb~'.

W/

10 ~ 1

Fig. 1. 1 - Vacuum chamber, 2 - Vertex detector, 3 - Drift chamber, 4 - Threshold
aerogel counters, 5 - ToF-counters, 6 - Liquid krypton calorimeter, 7 - Supercon-
ducting solenoid, 8 - Magnet yoke, 9 — Muon tubes, 10 - Csl calorimeter, 11 -
Compensating superconducting coils.

In 2006 the regions of v/(2S) and ¥ (3770) mesons were scanned
once again with an integrated luminosity of ~ 1.9 pb~!. The com-
bined data sample corresponds to 1.6 -10° (2S) produced. The
data acquisition scenario for v (2S) was similar to that described
in Ref. [10]. The accuracy of the energy interpolation between
the RDM calibrations varied from 10 to 30 keV during the whole
experiment. Our final results on the v(3770) parameters are pre-
sented in the next Letter of this volume.

4. On definition of JP€ =1~~ resonance parameters

A resonance with the quantum numbers JP¢ =1-~ can be
treated in some cases not as an unstable particle but just as a vac-
uum polarization phenomenon. Sometimes this causes confusion
in the data analysis as was noted in Ref. [14]. To avoid confusion,
“bare” and “dressed” or “physical” parameters of a resonance must
be clearly distinguished. The former do not include QED correc-
tions and are used in many theoretical studies, the latter include
some of them (in particular, the vacuum polarization) and are pub-
lished as results of almost all experimental papers.

The physical parameters correspond to the interpretation of
a 17~ resonance as an unstable particle described with the Breit—
Wigner amplitude representing its appearance in all orders of the
QED perturbations (a physical amplitude). Let us explain the point
with some small simplification. At the lowest order of QED the
resonance appears only once before its decay which is described
with the amplitude containing the bare parameters (a bare ampli-
tude). At the next order of perturbations the resonance converts
itself to the virtual photon and then appears once again before
the decay. The next order contribution contains the bare amplitude



282 V.V. Anashin et al. / Physics Letters B 711 (2012) 280-291

squared. The physical amplitude is a sum of contributions due to
all order of QED perturbations. It is easy to check that a geometri-
cal progression of Breit-Wigner amplitudes with the same energy
argument has a Breit-Wigner shape with modified values of pa-
rameters. The use of physical amplitude is very convenient for
studying of resonance production in strong processes since it al-
lows an explicit consideration of the vacuum polarization to be
avoided. For an electromagnetic production like, e.g., in eTe™ colli-
sion there is a small complication: the interference of the physical
resonance amplitude with the pure QED amplitude must be con-
sidered. As shown below, such an approach, among other advan-
tages, allows one to avoid the numerical integration in the calcula-
tion of radiative corrections.

Let us demonstrate the relation between the bare and physical
parameters. According to Ref. [15], the cross section of the single-
photon annihilation can be written in the form

o(s):/dx o0 =09 __ £ . (1)
11— (1 =xs)

where s is the c.m. energy squared, F (s, x) is the radiative correc-

tion function, I7(s) represents the vacuum polarization operator

and og(s) is the Born cross section of the process. One has IT =

Iy + ITg with the nonresonant ITy = Iee + 11}y + IMry 4 Hhadr

and the resonant

3r9 1

TIg(s) = — ,
* @ Mos—M32+iMoly

(2)

where o is the fine structure constant, My, Ip and Fe(f) are
the “bare” resonance mass, total and electron widths, respectively.
Eq. (2) slightly differs from the expression used in Refs. [16,17].
It corresponds to the simplest resonance cross section parameteri-
zation

127091,
22 22"
(s — Mg)= + Mgl
For the muon pair production the Born cross section at s >
4mi (my, is the muon mass) is just

(3)

Va5 40%
OR(S) = —TlmHR(s) =

m 4 o2

0y ()= 3 (4)
thus the resonance behavior of the cross section is, in this ap-
proach, entirely due to the vacuum polarization, which implicitly
describes the muonic decay of a resonance. Egs. (1), (2) and (4)
give the dimuon cross section without separation into the contin-
uum, resonant and interference parts. To obtain the contribution
of the resonance, the continuum part must be subtracted from the
amplitude. It can be done with the identity

1

1— Iy — I1g(s)

_ 11 3r? s 1

S 1-Iy (1—-THo)? a Mos—M2+iMI"
Two terms in the right-hand side correspond to the continuum
amplitude and the resonant one, respectively. The second power
of the vacuum polarization factor 1/(1 — I1p) in the latter can be
interpreted as the presence of two photons, one at a resonance

production and the other in its decay. In the resonant amplitude
both M and I" depend on s:

(5)

()
- 3T s 1
M? =M3 4+ =% __Re ,
o M() 1-— H()
©)
. 3T, S 1
MI =Molp — — — (6)

m .
Mo 1-—1TIIy

In the vicinity of a narrow resonance this dependence is negligi-
ble, thus the resonant contribution can be described with a sim-
ple Breit-Wigner amplitude containing the physical parameters
M~ M(M32) and I" ~ I"(M32).

To obtain the dimuon cross section one has to multiply the ab-
solute value squared of the right-hand side of Eq. (5) by the Born
cross section (4). The resonant part of the cross section is pro-
portional to Fe(eo) squared which appears instead of Fe(f_?) Flﬁ) due
to lepton universality in QED. The factor 1/(1 — [1p)? in front of
the resonance amplitude converts the square of the bare reﬁ?) to
the square of the physical partial width

[V
Y

Toe = —2
“7 1 - o2

(7)

recommended to use by Particle Data Group since Ref. [18] ap-
peared.

For electromagnetic decays of a resonance to hadrons, the only
difference with the dimuon case is the factor R in the cross sec-
tion, where R is the hadron-to-muon cross section ratio off the
resonance peak. For a strong decay with the partial width FO(S)
the Born cross section is

1271, 1y
2 202"
(s — M2)2 + M2 T

o (s) =

(8)

In this case the identity (5) is not required, the direct substitution
of (2) and (8) in (1) leads to the same definition of the physical
mass, total width and leptonic width. The equivalent definition of
the physical mass in the hadronic channel is given in Ref. [19].
The physical value of the partial width I"® is identical to the bare
one I;Y.

We would like to emphasize that the experimental values of
a 17~ resonance mass, total or leptonic width cannot be com-
pared with the immediate results of potential models or used to
fit parameters of a potential without either “undressing” of the ex-
perimental values or “dressing” of the potential model results with
Egs. (6) and (7). The differences between dressed and bare masses
are about 1.2 and 0.5 MeV for the J/v and ¥ (2S), respectively.
The corresponding differences for the total widths are quite unex-
pected, about 23 and 10 keV (25 and 3%). The reason is the very
large value of the vacuum polarization in a narrow resonance peak
of 3Bee/a (24.5 for J/v and 3.08 for (25)) and its very strong
energy dependence.

Unlike Refs. [2,3], we consistently use the physical parameters
and treat equally strong and electromagnetic decays of the v (25).
The difference in the approaches is discussed in more detail in
Section 5.3. It is worth noting that we do not suggest any new ap-
proach, but just follow the one employed in most measurements
of heavy quarkonium parameters though, as far as we know, its re-
lation to Eq. (1) in the hadronic and leptonic channels was not
rigorously considered until recently.

5. Cross section calculation

The cross section formulae given below in this section contain
the ¥ (2S) total width I and the electronic width I, the de-
termination of which are the goal of our analysis. We fix these
parameters in the cross section fit, but use the iteration procedure
to obtain the final results. The values of the 1 (2S) electron and
hadron branching fractions, required to recalculate Ipe x Bp to Ige
and I, are fixed at the world averages. The systematic uncertain-
ties due to such an approach are discussed in Section 7.4.
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5.1. Multihadron cross section

Below we present the results of the paper [20] published soon
after J/¢ discovery in the updated interpretation. Some details of
the analytical calculations and numerical checks can be found in
Ref. [21].

Using the physical values of the parameters, for strong decays
of ¥ (2S) one reduces Eq. (1) to

(s)
o RC (W):/ 127[1}th
¥(25) (W2(1 —X) — M2)2 + M2T2
x F(x, W?)dx, 9)

where W = /s is the total collision energy, I", I'se and I’h(s) are

the total and partial widths of the ¥ (2S) meson, and M is its
mass.

Taking into account the resonance-continuum interference
and performing the integration over x with a simplified version
of F(x, s) one obtains

RC 12
0y as) (W) = 1+ (sz) FM

2a\/RFeef'hAR FH(W)
3w 1-
Bleelh e w2
- 2r'M [(1 + W) arcan v w22
2\2
™ () ()
oWz In v |1 (10)
(1 22)° + (5%

where [Ty is the vacuum polarization operator with the (25)
contribution excluded. The I parameter includes both strong and
electromagnetic decays and some contribution of interference ef-
fects which is discussed in the next subsection.

The first square bracket in Eq. (10) corresponds to radiation of
soft photons, while the second one represents hard photon cor-
rections. The A parameter introduced in Ref. [20] characterizes the
strength of the interference effect in the multihadron cross section
and equals 1 for the dimuon cross section.

The correction 8¢ follows from the structure function approach
of Ref. [15]:

2 2
5sf=§ﬂ+ﬁ<”——l)+ﬁ2<£—n——llnﬂ>’ (an)

4 T\ 3 2 9% 12 36 me
4 w 1
:—“(m———), (12)
T me 2
m, is the electron mass and the function f is defined with
JTﬂ W2 1-8
W)= . 13
fw) sinn’ﬂ( —Wz—iMF> (13)

The presentation of the soft photon integrals in form of the real
and imaginary parts of the function f is more transparent than
that of Ref. [22].

Despite a simplification of F(x,s), not too far from the (25)
peak the resonant part of Eq. (10) reproduces the results obtained
by the numerical integration of the complete formula with an ac-
curacy better than 0.1%.

The resonant part of Eq. (10) is proportional to the I'el},/I”
combination which is the product of the partial width and the
branching fraction: I X By =T} x Bee Since our final result is
Tee x By, let us consider the relation of I}, with the true I}, which
is a sum of hadronic partial widths.

5.2. Interference effects in total multihadron cross section

Considering charmonium decays at the parton level, one deals
with the gluonic ¥ — gg(g/y) and electromagnetic ¥ — y* — qq
modes. Treating quarks and gluons as final decay products, one
obtains that gluonic modes do not interfere with the continuum
ete™ — y* — qq process while those of electromagnetic origin do
with the interference phase equal to that of the dimuon decay.
In this case I} does not differ from a sum of the hadronic partial

widths I, = Fgg(g/y) + qu with qu = RIee and
RB
A= ==, (14)
By

where B, and By, denote the electron and hadron branching frac-
tions, respectively. Such a naive estimate gives A ~ 0.13 for ¥ (25).
The real situation is much more complicated.

For an exclusive hadronic mode m at a given point in the decay
product phase space ® the amplitude ete™ — m can be written as

127 (o an(®)/Rp
An(©) = W(Eﬁ

 an(@)M Rl 2 +al (@)em M,/ Foe ;Y as)
M2 —W2_iMI :

where R;; is the mode contribution to R, 1",,(15) represents the con-
tribution of the strong interaction to the partial width and ¢p, is its
phase relative to the electromagnetic contribution Fr,(qy) = R Tee,
the real functions a are normalized with faﬁl(@)d@ =1. In gen-
eral, the phase ¢, depends on ©. The numerator of the last term
of Eq. (15) is proportional to the decay amplitude, the partial
width is

I =RmTee + LY 4+ 2y R Tee 1Y) (S i) o, (16)

where the angle brackets denote averaging over the product phase
space: (x(®))p = fam(O)a(s)x(Q)d@. To obtain the exclusive
mode cross section, the following replacement must be done in
the expression (10):

Fm—>fh,

[ - (5) * *
Re< RmBee + <e—i¢m>@ F > {_(‘;\/7()) — Re {_(‘;VY()) 5 (17)

where the latter replacement follows from comparison of the in-
terference term corresponding to Eq. (15) and that of Eq. (10).
Performing them and summing over all hadronic modes one ob-
tains the expressions for I}, and A:

- 2a R
nh=rhll1l+— [ — Vb BY (sin 5
h h( + 31— Re 0By \| Boe ; mBm’ (Sindm)e

(18)

1— A, Rm — R,

(here I}, =

_ [RBee 1 (s)
=/ 5" /Bh;\/bmrsm (cospm)e, (19)

where b, = R /R is the branching fraction of the corresponding
continuum process and Br(,f) = Fn(f) /. Below, the sums contain-
ing (singm))e and (cos¢m)e are referred to as X, and Xeos,
respectively. The parton level results are reproduced by Egs. (18)

> I, Im Iy is neglected),
m
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and (19) if X, and X can be neglected. For a hypothetical
heavy charmonium decaying to light hadrons, both the values of
(cos¢m)e and (singp)e averaged over the product phase space
tend to zero due to the different configuration of jets in electro-
magnetic and strong decays. For the real J/¢¥ and v (2S) one has
to rely on the absence of the phase correlations in different de-
cays. For the quasi-two-body decays such correlations are expected
(Ref. [23] and references therein) but their branching fractions are
small [24].

If the sum X, is not negligible, a method of the resonant
cross section determination employed in this and many other ex-
periments becomes inaccurate and ambiguous because of the well-
known ambiguity in the partial width determination which takes
place for each individual mode. Indeed, a fit of the mode cross
section o, gives the values of [}, and cos¢, but leaves unknown
a sign of sin ¢y, required to obtain I3;,.

Equating all (sin¢p)e in Eq. (18) to unity, one sets an upper
limit on the inaccuracy of the hadronic partial width A7} and the
resonant cross section at the peak Ao, (Wipeak) used for the de-
termination of the branching fractions:

Ao TS (W 1) AT 200

h peak h (s)

—h PR § bmBE 20
Ty BBh Bee — m (20)

O.hres (Wpeak)

For v(25) the sum in the right part <1 — Bj/y1x, thus Eq. (20)
gives about 4%. A better estimate employing the A value obtained
with the cross section fit is discussed in Section 8. Until this sec-
tion we omit the tilde mark wherever possible, thus I, and B
should be read as [}, and B.

Egs. (18) and (19) show that the correct account of interference
effects is essential for a determination of the (3770) parameters
due to its small value of B, and large branching fraction to D
mesons, nevertheless, it was ignored in most of published analyses.
The interference effect is crucial for a determination of the non-
DD decay fraction of v (3770) as was emphasized in Ref. [25].

5.3. Observed multihadron cross section

The multihadron cross section observed experimentally in the
vicinity of ¥ (2S) can be parameterized as follows:

or]/‘it(’is)(W)=8w(25)/0£(czs)(w/)6(w w')dw’

+8'L"L'O—c€;)€]t(w)+o.c0ﬂt(w)- (21)

Here &y (25) and &;; are the detection efficiencies and their de-
pendence on W can be neglected. The continuum T+t~ cross
section o;; is included according to Ref. [26] to extend the va-
lidity of (21) beyond the v (2S)-(3770) region.

For the v (2S) cross section (10) includes the t contribution
and the A parameter is modified properly:

RBee (224
Br Ey(25)

Rz Bir
R By

Ahtr N (22)

with Ry = 0+, /0,+,,- ~0.39. The reduction of T*7+ detection
efficiency of about 0.3 compared to the multihadron one is ac-
counted explicitly.

In Eq. (21) this cross section is folded with the distribution over

the total collision energy which is assumed to be quasi-Gaussian
with an energy spread o :

gWw — W)exp<_
V2mow

The preexponential factor can be written as

G(W, W)=

_ N2
W=W) ) (23)

2
200,

2
gay= 1EEIE (24)
+boy,

It is due to various accelerator effects such as the B-function chro-
maticity. We fix a =b =0 in our fit and consider the corresponding
systematic uncertainties in the I x By product in Section 7.3.
The presence of this factor and other accelerator- and detector-
related effects requires thorough analysis of systematic uncertain-
ties in the mass value and the total width value when the latter is
much greater than the machine energy spread and, nevertheless,
is left floating in the fit.

Since the interference effect is included in ‘7./,(25)' the contin-
uum cross section is a smooth function, which with the sufficient
accuracy can be parameterized with

2
%) , (25)

where oy is the value of the background cross section at a fixed
energy Wy below the v (2S) peak.

In contrast with the commonly used interpretation of the cross
section as a sum of the resonant, continuum and interference parts
employed, in particular, in Ref. [2], in Refs. [3-5] it is interpreted
as a sum of the two parts only: the cross section of the resonance
and the “nonresonant” one. The latter is calculated using the full
vacuum polarization operator 7o + ITy 25y (Eq. (10) of Ref. [3]).
The two approaches are equivalent provided that the bare param-
eters enter the ITy sy and the electromagnetic contribution is ex-
cluded from the cross section of the resonance (Eq. (3) of Ref. [3]).
The full vacuum polarization operator describes not only the inter-
ference, but the electromagnetic decays as well. If it is not done,
the electron width extracted from the cross section fit would have
a negative bias of about R - Be/Bj, ~ 0.018.

Ocont(W) = UO(

5.4. Observed ete~ cross section

Bhabha scattering events detected in the calorimeter were em-
ployed for luminosity measurements (see Section 6.3 for more
detail). For the large angle Bhabha scattering the contribution
of ¥ (2S) decays is not negligible. The differential ete™ cross sec-
tion can be calculated with

do ee—ee do ee—ee
() = (58)a

1 (9712 3
W{4FM(1+cos 9)(1+Zﬁ>[mf
3a Tye 5 (1 + cos9)?
_TV[(l—i-cos 9)—m]Ref}.
(26)

The first term represents the QED cross section calculated with
the Monte Carlo technique [28,29]. The second (resonance) and the
third (interference) terms have been obtained in [20]. The correc-
tions to the latter are not calculated precisely, but that does not
limit the accuracy of the published results. Parameters 8 and f
are defined by Eqs. (12) and (13), respectively.

6. Data analysis
6.1. Monte Carlo simulation

The simulation of the experiment was performed in the frame
of the GEANT package, version 3.21 [30].

The (2S) decays and the continuum multihadron events were
generated with the tuned version of the BES generator [31] based
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Fig. 2. Properties of hadronic events produced in v (2S) decay. Here N is the num-
ber of events and pr is the transverse momentum of a charged track. All distribu-
tions are normalized to unity.

on the JETSET 7.4 code [32,33]. At the original parameter settings
of the BES generator the difference of the simulated charged mul-
tiplicity and that observed experimentally exceeds 1%, thus the
bias in the detection efficiency up to 2% is expected. The pro-
cedure of the parameter tuning is discussed in detail below in
Section 7.2. The decay tables were updated according to the re-
cent PDG edition [24]. The results are presented in Fig. 2, where
the most important event characteristics obtained in the experi-
ment are compared with those in simulation. Good agreement is
observed.

The detection efficiency for T+t~ events was obtained using
the KORALB event generator [34]. Bhabha events required for the
precise luminosity determination were simulated using the BH-
WIDE generator [28].

6.2. Trigger efficiency and event selection

To reduce systematic inaccuracy due to trigger instabilities and
uncertainties in the hardware thresholds, both experimental and

simulated events pass through the software event filter during
the offline analysis. It recalculates the PT and ST decisions with
tighter conditions using a digitized response of the detector sub-
systems. To suppress the machine background to an acceptable
level, the following PT conditions were used by OR:

e signals from > 2 scintillation counters,
e signal from the LKr calorimeter in the scan of 2006,
e coinciding signals of two Csl endcaps.

Signals from two particles with the angular separation > 20 de-
grees satisfy the ST conditions which are rather complicated.
The MC simulation yields the trigger efficiency of about 0.96 for
¥(2S) decays. Because of a problem with electronics, the LKr
calorimeter was not used in the analysis of 2004 data and that
decreased the trigger efficiency to 0.91.

The performance of the detector subsystems and the machine
background conditions were very different in 2004 and 2006, so
that the selection criteria are also different.

2004 data, first and second scans:

e >3 charged tracks,

e > 2 charged tracks from a common vertex in the interaction
region (p <7 mm, |z| < 130 mm),

e event sphericity Sy > 0.05.

Here p and z are the track impact parameters relative to the beam
axis and z-coordinate of the closest approach point.
The sphericity parameter is defined as

(27)

where summation is performed over all particles of the event and
the minimum is taken over directions of the axis relative to which
the transverse momenta pr; are calculated. S¢, is calculated us-
ing charged tracks only. The cut on Sq, is efficient for suppres-
sion of the ete™ — ete~y background, that of cosmic rays and
some kinds of the machine background, though it also suppresses
the leptonic modes of the cascade decay ¥ (2S) — J/v + neutrals
(see the low sphericity peak in Fig. 2).

2006 data, third scan:

e > 3 charged tracks or two tracks with the acollinearity >
35 degrees,

e > 2 charged tracks from a common vertex in the interaction
region (p <7 mm, |z| < 130 mm),

e > 1 photons with energy > 100 MeV in the calorimeter,

e event sphericity Sy > 0.05.

e the energy deposited in the calorimeter > 450 MeV.

Analyzing the third scan we also used the alternative selection
criteria without a tight cut on the sphericity, but with additional
requirements on the calorimeter response. It allows us to check the
systematic uncertainty due to the sphericity cut.

For additional suppression of the background induced by cos-
mic rays a veto from the muon system was required in the cases
when more than two tracks did not cross the interaction region
or the event arrival time determined by TOF relative to the bunch
crossing was less than —5 ns or larger than 10 ns. This condition
was common for all three scans.

The conditions described above reduce the physical back-
ground contributions which do not scale with energy like 1/s to
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Fig. 3. The multihadron cross section as a function of the c.m. energy for three scans. The curves are the results of the fits. All data are corrected for the efficiency, the peak

cross section depends on the energy spread oy .

a negligible level, except the tau pair production which we took
into account explicitly in the observed cross section. The con-
tribution of the beam-wall and beam-gas events, cosmic events
and their coincidences was evaluated using data collected with
the separated beams (about 10% of the full data sample). It was
about 2% of the observed continuum cross section for the third
scan and about 0.4% for the first two. The analysis of the event
vertex distribution along the beam axis confirmed these estimates.
We did not perform the background subtraction in each data point
as was done in Ref. [27] for precise R measurements. This is not
required for the resonance parameter determination, the corre-
sponding uncertainties are discussed in Section 7.3. Simulation of
¥ (2S) decays yields the detection efficiencies of 0.63 and 0.72 for
the two sets of selection criteria, respectively. To ensure the detec-
tion efficiency stability, all electronic channels malfunctioning in
some runs during a scan were excluded from the analysis of all its
runs.

6.3. Luminosity determination

The stability and absolute calibration accuracy of the brems-
strahlung monitors used for on-line luminosity measurements
(Section 2) are not sufficient for the precision cross section anal-
ysis, thus events of Bhabha scattering were employed for the
off-line luminosity determination. In 2004 it was provided by
the endcap Csl calorimeter (the fiducial region 20° < 6 < 32°
and 148° < 6 < 160°). In the analysis of the 2006 data the LKr
calorimeter was employed (40° < 6 < 140°) while the Csl one
served for cross-checks only.

The criteria for ete™ event selection using the calorimeter data
are listed below:

e Two clusters with the energy above 0.25 of the beam energy
and the angle between them exceeding 165 degrees,

e The total energy of these two clusters exceeds 1.05 times the
single beam energy,

e The calorimeter energy not associated with these two clusters
does not exceed 10% of the total.

The loose energy cuts were chosen to reduce the influence of the
calorimeter channels excluded from the analysis as was mentioned
above. The tracking system was used only to reject the background

(ete™ — yy and ete™ — hadrons). The number of extra photons
was required to be less than two for the additional suppression of
the latter.

6.4. Fitting procedure

The collision energy W was assigned to each data acquisition
run using the interpolated results of the beam energy measure-
ments and assuming W = 2Epeam. The runs with close W values
were joined into points with the luminosity-weighted values W;
(i is the point number).

The numbers of hadronic events N; and events of Bhabha scat-
tering n; observed at the i-th energy point were fitted as a function
of W using the maximum likelihood method with a likelihood
function

prs
—2InL=2 Z[N;’bs In ( N;Xp> + NP NP
i i

b
obsl nl9 ) exp obs 28
+n**In e + 0P —n™ |, (28)
i

where Npr(ObS) and anp(Obs) are the expected (observed) num-

bers of the hadronic and Bhabha events, respectively. The expected
numbers of the hadronic and Bhabha scattering events were deter-
mined as follows:

NEP = Opaar (W) - Li,
NP = Gpre- (Wi) - Li, (29)

here opagr and o,+,.- are defined by

Ohadr = 005 5) (Wi) + Eet e (hadn Ore- (W),

OP5_ (W) + Ehadriete)Onoas) (W), (30)

Octe— = Ot

where o;;'ggs)(wi) and aeofz, (Wj) were calculated according to (21)
and by integration of (26), respectively. The detection efficiencies
entering the formulae were determined separately at each point
using the run-dependent Monte Carlo simulation. The values of
the cross-feed selection efficiency &e+e-(haary (the probability to
select the eTe™ — eTe~ event as the hadronic one) obtained
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Table 1
The main results of the scan fits (statistical errors only are presented).
M, MeV Tee x By, keV P(x?), %
Scan 1 3686.102 £ 0.018 2.258 +£0.033 15.8
Scan 2 3686.130 + 0.013 2.229+0.024 29.5
Scan 3 3686.108 + 0.010 2.226 +0.022 79.5
Table 2

Systematic uncertainties of the luminosity determination in % for three scans. The
correlated parts of the uncertainties are also presented. The uncertainties for the
first and second scans are assumed to be fully correlated.

Source Scan 1 Scan 2 Scan 3 Common
Calorimeter calibration 0.3 0.3 0.7 0.2
Calorimeter alignment 0.3 0.3 0.1 0.1
Polar angle resolution 0.8 0.8 0.2 -

Cross section calculation 0.5 0.5 0.5 0.4
Background 0.1 0.1 0.1 0.1
MC statistics 0.1 0.1 0.1 -
Variation of cuts <13 <14 <0.9 <0.2
Sum in quadrature ~1.6 ~1.7 ~1.2 ~0.5

by MC are about 0.006%, 0.006% and 0.37% for three scans, re-
spectively. The corresponding values of €pagdre+e-) are 0.03%, 0.03%
and 0.25%.

The integrated luminosity L; at the energy point i can be de-
rived from the condition d/dL;In £ =0, giving

N,pbs 4 n;)bs

= (31)

Ohadr 1 Oete-

Using the likelihood function that takes into account both N;
and n; ensures a correct estimation of the statistical uncertainty
in the fit results.

The data of each scan were fitted separately, the free parame-
ters were the ¥ (2S) mass M, I, x By, the energy spread oy and
the continuum cross section magnitude og. The A parameter was
fixed at the value of 0.13 according to Eq. (22). The data points
(oi, W;) and the fitted curves are shown in Fig. 3. The results of
the fits are presented in Table 1.

The statistical accuracy of the mass values is significantly better
than that for the three scans performed at VEPP-4M in 2002 [10].
The combined analysis is required to take into account properly
the systematic uncertainties of the six mass values. It will be
described in a separate paper discussing numerous accelerator-
related effects. For this reason we omit such a discussion below
and just present the result and error estimates. The analysis of the
three values obtained in this work gives

M =3686.114 + 0.007 £ 0.01170:0% MeV.

The model dependence of the mass value was estimated floating
the A parameter in the fit.

7. Discussion of systematic uncertainties in I, x B}

The_dominating sources of the systematic uncertainty in the
Tee x By = I've x I}y/T" value are discussed in the following sub-
sections. The issue of the difference between I} and the sum of
hadronic partial widths because of possible correlations of inter-
ference phases is addressed in the next section.

7.1. Systematic uncertainty of absolute luminosity determination

The major contributions to the uncertainty of the absolute lu-
minosity determination are presented in Table 2.

The uncertainty due to the calorimeter energy calibration was
estimated by variation of simulation parameters concerning the
GEANT performance, the light yield uniformity in Csl crystals,
a sensitivity to the energy loss fluctuations between LKr calorime-
ter electrodes etc. Additionally, the Csl individual channel calibra-
tions using cosmic rays and Bhabha events were compared.

The LKr calorimeter was aligned with respect to the drift
chamber using cosmic tracks reconstructed in the DC. Then eight
modules of the Csl calorimeters were aligned relative to the LKr
calorimeter using cosmic rays reconstructed in the LKr strip sys-
tem. The beam line position and direction were determined using
the primary vertex distribution of multihadron events. The inaccu-
racy of the alignment resulted in the uncertainty of the luminosity
measurements of about 0.3% for CsI and about 0.1% for LKr.

The difference in the polar angle resolutions observed exper-
imentally and predicted by MC causes an uncertainty in the lu-
minosity measurement, since events migrate into or out of the
fiducial volume. These uncertainties are 0.8% and 0.2% for the Csl
and LKr calorimeters, respectively.

The uncertainty of the theoretical Bhabha cross section was es-
timated comparing the results obtained with the BHWIDE [28] and
MCGP] [29] event generators. It agrees with the errors quoted by
the authors. The value of 0.5% quoted in Table 2 also includes the
accuracy of Eq. (26).

The background to the Bhabha process from the 1 (2S) decays
and reactions ete™ — puu(y) and ete~ — yy was estimated us-
ing MC simulation. It contributes less than 0.3% to the luminosity.
The resonant part of the background contribution was taken into
account in the fit (Section 6.4). The residual luminosity uncertainty
due to background does not exceed 0.1%.

In order to estimate the effect of other possible sources of un-
certainty, the variation of the cuts was performed within the fidu-
cial region in which good agreement between the MC simulation
and experiment is observed. The cut on the deposited energy was
varied in the range of 55-75% of the c.m. energy. The cuts on the
polar angle were varied in a range much larger than the angular
resolution, the variation in the Bhabha event count reaches 40%.
The variations discussed above correspond to a systematic uncer-
tainty shown in Table 2. These effects can originate from the al-
ready considered sources and statistical fluctuations, nevertheless
we included them in the total uncertainty to obtain conservative
error estimates.

Finally, we compared an integrated luminosity obtained using
the LKr and Csl calorimeters in the scan of 2006. The difference of
about 1.1+ 1.0% was found which is consistent with the estimates
in Table 2.

7.2. Uncertainty due to imperfect simulation of 1 (2S) decays

The imperfect simulation of v (2S) decays contributes signifi-
cantly to the I, x By systematic uncertainty related to the de-
tection efficiency. Eventually, this uncertainty is determined by the
experimental statistics available for the event generator tuning and
the ability of the latter to reproduce distributions of parameters
essential for the event selection and their correlations. In our case
such parameters are the charged multiplicity and event sphericity
calculated using momenta of charged tracks.

The selection criteria described in Section 6.2 reject low-
multiplicity events. The corresponding branching fractions are ei-
ther negligible like for vy (2S) — 77~ or well measured like for
Y(2S) — J/¥n — utu~yy. Such decays are simulated in the
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Table 3
Comparison of different versions of the MC simulation of v (2S) decays.

Version JETSET muodifications Charged multiplicity Det. efficiency
LUND fragmentation function
Probability of vector meson formation
Py op;, GeV
1 0.50 0.55 4.1391 £ 0.0031 0.71392 +£ 0.00090
2 0.50 0.65 4.1555 £ 0.0031 0.72232 £ 0.00090
Witop, Wmin, 0py varied
Wstop, GeV W min, GeV Opr, GeV
6 0.47 0.8 0.65 4.1429 £ 0.0031 0.71783 £ 0.00090
7 0.52 0.8 0.65 4.1488 £ 0.0031 0.72049 + 0.00090
8 0.56 0.8 0.65 4.1512 £0.0031 0.72170 £ 0.00090
8Wtop, 0py varied
SWistop op;, GeV
9 0.17 0.7 4.1407 £ 0.0031 0.71890 + 0.00090
10 017 0.65 4.1552 £ 0.0031 0.72430 + 0.00090
Winin, 0p; varied
W min, GeV opr, GeV
11 0.8 0.675 4.1401 £ 0.0031 0.72033 £ 0.00090
12 0.8 0.65 4.1529 £ 0.0031 0.72378 + 0.00090
Switched off parton shower
opp, GeV
13 0.65 4.1409 + 0.0031 0.72118 £ 0.00090
14 0.55 4.1554 £ 0.0031 0.72709 + 0.00090
Field-Feynman fragmentation function
Wstop, GeV opr, GeV
3 0.62 0.58 4.1372 £0.0031 0.71475 £ 0.00090
4 0.62 0.50 4.1491 £ 0.0031 0.71981 + 0.00090
5 0.62 043 4.1650 £+ 0.0031 0.72755 £ 0.00090

BES generator [31] explicitly. The variation of decay table parame-
ters within their errors (Ref. [24]) indicates the detection efficiency
uncertainty of less than or about 0.3%. The dominating uncertainty
comes from decays of higher multiplicity which are simulated us-
ing the parton approach and the fragmentation model incorporated
in the JETSET 7.4 code.

About 60% of the ¥ (2S) decays include J/v which is at the
edge or even beyond the region where the JETSET results can
be trusted, nevertheless it has enough options and parameters to
achieve good agreement with experiment for major event char-
acteristics (Fig. 2) and to estimate the detection efficiency uncer-
tainty.

The uncertainty of the detection efficiency is estimated consid-
ering a large number of event samples consistent with data and
produced with significantly different versions of simulation. Each
sample gives its own value of the detection efficiency. Considering
these values it is possible to select the most trustworthy one and
estimate the spread of values around it. To obtain a significantly
different version of simulation, we iterated as follows:

1. select a critical option or parameter and modify it using an ed-
ucated guess;

2. select a complementary parameter and modify it to find the
value at which the observed charged multiplicity agrees with
experiment (the linear dependences of the efficiency and the
multiplicity is expected for a small parameter variation);

3. calculate the detection efficiency to be compared with alterna-
tive values obtained.

In addition to the charged multiplicity, the observed distributions
in the sphericity parameter, the invariant mass of the pairs of the
opposite signs and the inclusive momentum spectrum were con-
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Fig. 4. Detection efficiency vs. charged multiplicity for different versions of
the ¥ (2S) decay simulation. The fit lines correspond to variation of one of the
selected parameters. The shadow box corresponds to the statistical error of the
charged multiplicity. The statistical error of the efficiency ~ 0.001 is not shown.

trolled. The versions of the simulation obviously contradicting to
experiment were rejected. The results are presented in Table 3 and
illustrated by Fig. 4. The plotted linear trajectories correspond to
the parameter variation at the second step of procedure described
above. The linearity was verified in a few cases.

The following JETSET options were studied:

1. LUND fragmentation function, parton showers are on;
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Table 4

Systematic uncertainties of the detection efficiency due to ¥ (2S) decay simulation
in % for three scans. The correlated parts of the uncertainties are also presented.
The uncertainties for the first and second scans are assumed to be fully corre-
lated.

Source Scan 1 Scan 2 Scan 3 Common
Measured branchings 0.4 0.4 0.3 0.3
JETSET ambiguities 0.8 0.8 0.8 0.8
Track reconstruction 0.4 0.4 0.7 0.4
Selection criteria 0.3 0.3 0.3 0.3
MC statistics 0.1 0.1 0.1 -

Sum in quadrature ~1.0 ~1.0 ~1.1 ~1.0

2. LUND fragmentation function, parton showers are off;

3. Field-Feynman fragmentation function, parton showers are on;

4. independent fragmentation, all momentum conservation op-
tions.

No acceptable versions were obtained in the latter case. For the
LUND fragmentation function the influence of a few most critical
parameters was investigated.

The main parameters controlling the fragmentation process in
JETSET are PARJ(32), PAR](33) and PAR](37) (we refer to them
as Whin, Wstop and §Wop, respectively, in Table 3 and below).
The fragmentation of a color-singlet system formed by initial par-
tons or during the parton showering proceeds while the energy
is greater than Wy, plus quark masses, otherwise a pair of
hadrons is to be produced. The Wyop parameter serves to termi-
nate the fragmentation and produce a final hadron pair earlier,
taking into account the mass of the last quark pair produced.
To avoid artifacts in the hadron momentum spectrum, the stop-
ping point energy is smeared using the §Wop parameter (20% by
default). The transverse momentum of quarks appearing during
the fragmentation is controlled by the parameter PARJ(21) (op; ).
The parameter PARJ(11) (Py) determines the probability that a
light meson formed in the fragmentation has spin 1. The default
values of the parameters Wiy, Wstop, 0p; and Py in JETSET
are 1.,0.8,0.36 GeV and 0.5, respectively. The corresponding val-
ues set in the BES generator are 1.,0.6,0.5 GeV and 0.6.

Fig. 4 shows the values of the detection efficiency and observed
charged multiplicity for the sets of options and parameters listed
in Table 3. The dashed line corresponds to the charged multi-
plicity observed in experiment with the selection criteria of the
2006 scan, (Nexp.) = 4.1494 £ 0.0054. The maximum difference
between the detection efficiency values at the condition (N) =
(Nexp.) is +0.0028 with the central value of about 0.7219. This
is presented with the segment between the arrows and its middle
point in Fig. 4. The experimental and simulated multiplicities have
statistical errors, therefore the segment of agreement transforms
to the rectangle of agreement shown with the shadow box. From
the corners of the rectangle we obtained the “confidence interval”
of (0.7216 +0.0057) and from that derived that the relative un-
certainty of the detection efficiency due to ambiguity in the choice
of the JETSET parameter set is about 0.8%. A very similar central
value of 0.7211 was obtained by averaging the fourteen efficien-
cies from Table 3 with the weights inversely proportional to the
sum of x?2 for the four event characteristics under control.

There is a systematic uncertainty in the observed multiplicity
related to the track reconstruction efficiency, which is not exactly
the same for the experimental data and simulation. The differ-
ence was studied using Bhabha events and low-momentum cosmic
tracks and the appropriate correction was introduced in the detec-
tor simulation. However, the inaccuracy of the correction increases

the shadow box size in Fig. 4 thus increasing the detection effi-
ciency uncertainty. For the first two scans the effect is about 0.4%
and it grows up to 0.7% for the third scan because of some prob-
lems in the drift chamber.

We repeated the procedure described above with the alterna-
tive set of event selection criteria and obtained a slightly different
uncertainty estimate. To account for this we introduced an addi-
tional uncertainty of 0.3%.

The contributions to the detection efficiency uncertainty due to
imperfect simulation of ¢ (2S) decays are summarized in Table 4.

7.3. Detector- and accelerator-related uncertainties in I'pe X By

The major sources of the systematic uncertainty in the I, x By
product are listed in Table 5.

The systematic uncertainty related to the efficiency of the track
reconstruction was considered in the previous section. The trig-
ger efficiency uncertainty is mainly due to the uncertainty of the
calorimeter thresholds in the secondary trigger. The estimate of
about 0.2% was obtained varying the threshold in the software
event filter. The excess of the filter threshold over the hardware
one in units of the hardware threshold width was varied from 5
to 6.

The trigger efficiency for all scans and the event selection ef-
ficiency for the third one depend on the calorimeter response to
hadrons. Their nuclear interaction was simulated employing the
GEISHA [35] and FLUKA [36] packages as they are implemented
in GEANT 3.21 [30]. Both of them satisfactorily reproduce the pion
signal in Csl, but in liquid krypton the performance of GEISHA is
much better, thus we determined the efficiencies using it and es-
timated the systematic errors comparing the results obtained with
two packages.

The crosstalks in the vertex detector electronics introduced
a variation of the detection efficiency up to 1.5% because of the
cut on the total number of VD hits in the on-line event selection
software (Section 2). A code simulating the crosstalks was devel-
oped and tuned using either events of Bhabha scattering or cosmic
rays. The residual uncertainty thus determined is about 0.1-0.2%
depending on the VD voltage.

The effect of other possible sources of the detector-related
uncertainty was evaluated by varying the event selection cuts.
The conditions on the number of tracks were tightened one by one
for all three scans. For the last one a cut on the energy deposited
in the calorimeter was also increased by the most probable pho-
ton energy. The detection efficiency varied from 0.53 to 0.63 in
the 2004 scans and from 0.70 to 0.79 in the 2006 scan. The maxi-
mum variations of the I',e x BBy, result are presented in Table 5.

The systematic uncertainty in the I, x B value due to the
beam energy determination (Ref. [7]) and the data point formation
(Section 6.4) was studied for each scan. The relative uncertainty
does not exceed 0.2% except the third scan which includes one
point with a significant accelerator instability that increases it up
to 0.6%.

The non-Gaussian effects in the total collision energy distribu-
tion contribute about 0.2% to the I, x By uncertainty. Changing
the zero value of the a parameter entering the preexponential
factor (24) to the value measured with the specific accelerator
technique leads to the mass shift of a few keV [10] and causes
a negligible bias in the Ie x By value which is related to the area
under the resonance excitation curve. The quoted estimate was ob-
tained by releasing the b parameter.

The bias in the resonance parameters due to the admixture
of the machine and cosmic background to selected multihadron
events was evaluated by adding some fraction of background
events. For each data point the background event sample was
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Table 5

The dominating systematic uncertainties in the Iy, x B, product for three scans (%). The correlated parts of the uncertainties are also presented. The inaccuracy of about 0.9%

due to possible interference phase correlation is not included.

Source Scan 1 Scan 2 Scan 3 Commoni, Commoni3
Absolute luminosity measurements 1.6 1.7 1.2 1.6 0.5
¥ (2S) decay simulation 1.0 1.0 1.1 1.0 1.0
Detector response
Trigger efficiency 0.2 0.2 0.2 0.2 0.2
Nuclear interaction 0.2 0.2 0.3 0.2 0.2
Cross talks in VD 0.1 0.17 0.1 0.1 0.1
Variation of cuts 0.5 0.3 0.6 0.3 0.3
Accelerator related effects
Beam energy determination 0.15 0.18 0.6 0.15 0.15
Non-Gaussian energy distribution 0.2 0.2 0.2 0.2 0.2
Residual background <0.1 <0.1 <0.1 <0.1 <0.1
Other uncertainties 0.3 0.3 0.3 0.3 03
Sum in quadrature ~2.0 ~2.1 ~1.9 ~2.0 ~13

formed containing the events which passed some loose selection
criteria but were rejected by the multihadron ones. The number
of multihadron events was increased by such fraction of the back-
ground sample size, that the data fit yielded 2% (0.4%) growth of
the continuum cross section for the third (first and second) scan in
accordance with the background estimates quoted in Section 6.2.
The variation of the ¥ (2S) mass value did not exceed 1 keV,
the change of the I x By, product was less than 0.1%.

7.4. Other uncertainties

In this subsection we discuss the uncertainties related to the
iterations used to obtain the total and electron width values (Sec-
tion 5), the fixation of the interference parameter A entering the
multihadron cross section (10), and the accuracy of the theoretic
formulae employed for the calculation of the cross section. Using
various initial values for the total and electron width we have ver-
ified that the iteration procedure converges fast introducing a neg-
ligible systematic uncertainty. To reduce the statistical uncertainty
on the ¥ (2S) mass, the interference parameter A was fixed in
the fit at the value of 0.13 corresponding to Eq. (22). Releasing
the A parameter in the fit shifts the I, x By value by —0.23%.
This quantity can be used as an estimate of the influence of quasi-
two-body decays with correlated interference phases mentioned
in Section 5.2. The accuracy of the resonance term in Eq. (10) is
about 0.1% (Section 5), and another 0.1% should be added because
of the accuracy of radiative correction calculations in Ref. [15].
The quadratic sum of these three contributions is about 0.3%.

8. Inaccuracy due to interference in hadronic cross section
The fits done with a floating interference parameter gave

A=0.21£0.07 £0.05.

The systematic uncertainty is mainly due to the beam energy de-
termination and stability of the cross section measurement. This
result does not contradict to the assumption of the uncorrelated
interference phases (Section 5.2) but can still indicate the presence
of some phase correlations.

In order to evaluate a possible deviation of the I} value from
the sum of hadronic partial widths I}, we performed a Monte
Carlo simulation according to Eq. (18) and (19). The set of decay
modes and the corresponding branching fractions were obtained
using the event generator described in Section 6.1, with the num-
ber of different decay modes exceeding one thousand. Damping of
sin¢y, and cos ¢, because of the averaging ()e was ignored.

The inaccuracy in I}, was estimated in the Bayesian approach.
Possible sets of interference phases ¢, are characterized by the
central value ¢ and the band width A¢. It was assumed that
probabilities of all ¢ and A¢ values are equal. The result is not
sensitive to assumptions on the band shape.

The Monte Carlo procedure consists of two steps. At the first
step in each Monte Carlo sampling a set of ¢, was generated for
random ¢ and A¢ and the corresponding A value was calculated.
The values of ¢, A¢ and A were saved for the second step. The
first-step distribution in A is symmetric relative to the most prob-
able value of 0.13 corresponding to Eq. (14). At the second step
an acception-rejection (Von Neumann’s) method was employed to
reproduce the A distribution matching the results of the measure-
ment: the Gaussian with the average value of 0.21 and the width
of 0.086. The second-step distribution in (I}, — I},)/I} is peaked
at zero. It is not Gaussian but 68% percent of the accepted sam-
plings are contained in the interval of +0.009, thus we concluded
that the inaccuracy due to possible interference phase correlations
in Ige x By value is about 0.9%. Since the Bayesian approach was
employed, appearance of the new information on the interference
in the hadronic cross section can change this estimate.

It should be noted that the inaccuracy estimated in this section
is not specific for our results on the v (2S) partial and total widths
but is shared by many results obtained in other experiments using
the ¥ (2S) multihadron cross section. The most precise of them
is the result of CLEO on the ¥ (2S) — J/¥7 "7~ branching frac-
tion [37], its quoted accuracy is 2.2%. That concerns, in particular,
Refs. [2,3].

9. Averaging of scan results

The systematic uncertainty on the I, x B values for three
scans and the estimates of their correlations are presented in Ta-
ble 5. The correlation of errors is a difficult issue. In non-obvious
cases the most conservative approach was used assuming that the
correlated part corresponds to the minimal uncertainty in scans for
a given uncertainty source.

To obtain the resulting value of the I'ze x B product, the scans
were treated as independent experiments. The individual I X B,
values were weighted using their statistical errors and uncorre-
lated parts of systematic errors. Such procedure takes into ac-
count the random behavior of uncorrelated systematic errors thus
converting them to statistical. Correspondingly, the systematic er-
rors of individual scans reduce to their common part. The formal
weighting recipe for the parameter I, x By is given below:

(Tee x Bn) =Y Wi~ (Iee x By,
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2 2 2
Ostat = Z Wi Ogtat,is
2 2 2 2 2
Ogyst = Z wi - (Gsyst,i - Usyst,O) + Osyst,00
o 2 2 2
wi= 1/(Ustat,i + Gsyst,i Osyst,O)’ (32)

where ogyst,0 denotes a common part of systematic uncertainties.
The recipe preserves the total error of the result.

10. Summary

The parameters of ¢ (2S) have been measured using the data
collected with the KEDR detector at the VEPP-4M ete~ collider
in 2004 and 2006. Our final result for the I, x By product is

Tee X By =2.233£0.015+0.037 & 0.020 keV.

The first and second uncertainties are statistical and systematic,
respectively. The third uncertainty quoted is an estimate of the
model dependence of the result due to assumptions on the inter-
ference effects in the cross section of the single-photon ete~ an-
nihilation to hadrons explicitly considered in this work. Implicitly,
the same assumptions were employed to obtain the charmonium
leptonic width and the absolute branching fractions in many ex-
periments. This quantity was measured in several experiments but
only the result of MARK-I [38], an order of magnitude less pre-
cise than ours, was published in such a form. Usually the I, x By
product is converted to the electron width value using existing
results on the branching fraction to hadrons B} or the leptonic
branching fractions.

Using the world average values of the electron and hadron
branching fractions from PDG [24] we obtained the electron par-
tial width and the total width of v (25):

Ipe =2.282+0.015 4+ 0.038 £ 0.021 keV,
I' =296 +2+8+3keV.

These results are consistent with and more than two times more
precise than any of the previous experiments.

The result on the ¥ (2S) mass obtained in this work
M = 3686.114 £ 0.007 £ 0.01175-5% Mev.
The statistical uncertainty is significantly reduced compared to that
reached at VEPP-4M in 2002, the systematic one is approximately
the same. Since the systematic and model errors are correlated,
the combined analysis of the 2002, 2004 and 2006 data has to
be performed. It will be described in a dedicated paper the re-
sult of which should supersede the results presented above and in
Ref. [10]. The reduction of the model dependence is expected.
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